
Proceedings ofthe 42nd IEEE 
Conference on Decision and Control 
Mad, Hawaii USA, December 2003 TuP06-5 

Minimizing Down-Link Traffk in Networked Control Systems via 
Optimal Control Techniques 

Daniel E. Quevedo* Graham C. Goodwin* James S .  Welsh* 
dquevedo@ieee.org eegcg@ee.newcastle.edu.au jwelsh@ee.newcastle.edu.au 

Abslracl-This paper presents a control strategy for mnlti- 
variable plants where controller and actustom are connected 
via a digital data-rate limited channel. In order to minimize 
bandwidth utilization, a communication constraint is imposed, 
which restricts all data transmitted to belong to a finite set 
and only permits one plant input to be addressed at a time. 
We develop a new scheme, which aims at optimizing quadratic 
performance under the above communication constraint. A key 
aspect of this contribution is the implementation of the control 
scheme to a real laboratory-scale system. 

I. INTRODUCTION 

Networked Control Systems (NCS) are control systems, 
in which controller and plant are connected via a serial 
communication channel. They have attracted much recent 
interest, see e.g. [I], 121. Practical applications abound..They 
have been made possible by technological developments, 
including the development of MEMS arrays, and may deploy 
wireless links (e.g. Bluetooth or IEEE 802.11), Ethemet 
(e.g. IEEE 802.3) or specialized~protocols such as CAN. 

While the usage of digital communication channels en- 
ables novel teleoperating applications, also new and inter- 
esting challenges arise. The network itself is a dynamical 
system that exhibits characteristics which traditionally have 
not been taken into account in control system design. These 
special characteristics include quantization and time-delays 
and are a consequence of the fact that practical channels 
have only a limited bandwidth. Thus, a networked controller 
should be designed to take into account the communication 
channel. 

The specific problem addressed here is the design of 
a methodology for minimizing network traffic between a 
centralized controller and several actuators, without com- 
promising the complexity at the actuator side. In particular, 
we restrict the controller so that only one actuator can be 
addressed at any one time and, moreover, only one of a 
finite number of levels can be transmitted. The design of 
the resulting system is aimed at optimizing performance 
subject to these constraints. In this context we choose to 
send increments in the control signal, rather than their 
actual values. In-hetween updates, all inputs are kept at their 
previous values. 

Our design problem includes the issue of allocating com- 
munication time and, thus has connections to limited com- 
mimication control as treated in [3], 141, 151, see also 161, 
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[7]. Allocation of different forms of network resources has 
also been explored by [81, 191, [lo], [ l l l ,  1121. Our strategy 
is characterized by the fact that we do not fix the control 
law a-priori, but instead determine the input via an on-line 
optimization, which takes account, inter-diu, of disturbances, 
speed of response, open loop unstable poles, etc. A key, and 
distinguishing, feature is that we use a finite-set constraint 
for all control moves, thus limiting the number of hits needed 
to be transmitted at any one time. 

Our scheme is particularly suited to protocols such as 
Modbus, Profbus and Control Net, where the message size 
can be adjusted. However, this does not mean that bandwidth 
reduction via our proposal is only a consequence of minimiz- 
ing message length. Bandwidth is also conserved due to the 
dynamic optimization of the system with respect to supplying 
control increments only when they are required. 

An overview of the remainder of this paper is as follows: 
In Section 11 we provide additional background to our 
contribution. In Section 111, we formulate the networked con- 
trol system design problem under consideration. Section IV 
describes our proposed strategy which we call Receding 
Horizon Networked Controller. It relies on solving a finite 
set constrained optimization problem. By utilizing our pre- 
vious results contained in 1131, in Section V we state its 
closed form solution. This allows us to implement the state 
estimate controller by means of linear filters and a standard 
vector quantizer. Section VI documents a laboratory-scale 
experiment which illustrates the main characteristics of our 
controller. Section VII draws some conclusions. 

11. BACKGROUND TO NETWORKED CONTROL SYSTEMS 

As already stated in the Introduction, in NCS a digital 
communication medium is utilized to transmit data between 
controller-, sensor- and actuator-nodes. Due to the digital na- 
ture of the communication channel, every signal transmitted 
is expressed as a finite number of bits, hence it needs to be 
quantized to a finite set. As is well known in the nonlinear 
dynamical systems community, see e.g. (141, the introduction 
of quantizers has a strong impact on closed loop dynamics, 
see also [15]. Moreover, since a practical channel has only 
a limited data rate, the sampling rate and the size of the 
quantized sets are limited as well. This relation has been 
explored by several authors, such as [21, 1161, [171, [181, 
1191 aiming at different notions of stabilizability, often at 
the expense of deploying very sophisticated decoders at the 
actuator side. 
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Another consequence of utilizing channels with limited 
bandwidth is the introduction of time-delays. Since the 
medium is data-rate limited, signals may have to yueue- 
up before being transmitted [20], leading to delays in the 
up-link (between sensors and controller) and in the down- 
link (between controller and actuator). Without taking into 
account quantization effects, several problems have been 
studied in the literature, see e.g. [21], [22]  which address 
control system design with random time delays and [23] 
which addresses the effect of time delays on stability for 
a fixed control law. 

In many cases it is possible to tin@-stamp the up-link 
data [24], so that the delays are known at the receiving 
end. Thus, without taking into account quantization issues, 
plant state estimates can be obtained at the controller side 
by simply solving a standard Kalman Filtering Problem [25 ] ,  
[26], see also [27], [28], [29] for alternative approaches. On 
the other hand, time-stamping is not usually helpful in order 
to compensate for delays in the down-link, since they occur 
after the control calculations. Thus, deterministic down-link 
traffic is critical for performance. 

In order to obtain fixed down-link delays, up-link data 
should be given lower priority and overall trafIic should 
be kept at a minimum. This can be achieved by deploying 
event-based (nonuniform) sampling of the plant outputs, as 
described in 1301. Sensor data should be sent only when 
needed, see also [28]. At the down-link traffic can be reduced 
by sending control increments, instead of control values and 
by sending data only to one actuator at a time. This is the 
set-up considered in the present work. 

As foreshadowed in the preceding sections, we consider 
the following problem: Suppose we want the outputs of 
a linear time-invariant MIMO plant with m inputs and s 
outputs to follow prescribed reference trajectories. The plant 
is connected to a central controller via a digital channel of 
limited bandwidth, which constitutes a significant bottleneck 
in the design. Following the reasoning of Sec. 11, we assume 
that the link between the controller and actuators is chamc- 
terized by a known and fixed time-delay and that data is sent 
at a bounded rate. This is achieved by imposing the following 
two communication constraints on the design: 

Restriction 1. The data sent from the controller to each 
actuator is restricred to belong to a (small and fixed) finite 
set of scalars, U. 

Restriction 2. Only data corresponding to one input of the 
plant can be transmitted at a time. In-between updates (which 
nwy be sepamted by several sampling periods) all plan1 
inputs are held at their previous values. 

The delay between controller and plant can be incorporated 
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into the discrete time plant model: 

z(t + 1) = Az(t) + Bu(t) ,  y ( t )  = Cx(t )  (1) 

where x ( t )  E RnX', A E RnXn, B E RnXm, C E RSXn and 

( 2 )  

The design problem can be stated as that of developing a 
control strategy, which makes the model (1) track a given 
reference r(t), while not violating Restrictions 1 and 2. Thus, 
the control strategy for the networked system is characterized 
by choosing, at each time step, which of the m inputs in ( 2 )  
to access and what to send. The controller needs to divide 
its actions between the plant inputs. 

Remark 1 (Resetting the control signals). It should be 
eniphasized here that, although keeping the inputs to the 
plant at their previous values between updates as prescribed 
in Restriction 2 appears a natural choice, some authors 
utiliie alternative strategies in which inputs are reset to zero 
afer each sampling period, see e.g. [61. [71 and compare 
also to 151. 
Remark 2 (Control of multiple plants). The above fomtu- 
lation encompasses the problem of contmlling a collection 
of geographically separate plants. Sinply note that a set of 
p plants, each described by: 

T 
U ( t )  = [ U i ( t )  u d t )  . . . um(t)] 

(3) 
~ i ( t  + 1) = Aizi( t )  + B t ~ t ( t ) ,  

yi(t) = CIXi(t), 2 = 1,. . . , p  

can be put into the forni (1). by defining x as the overall 
state: 

z ( t )  si [ (51 ( t ) )T  . . . ( z p ( t ) ) T I T .  (4) 

With this, the matrices in the realization ( I )  are given as: 
A = diag ( A ] , .  . . , Ap).  B = diag (BI , .  . . , Bp) and C = 
diag(C1, ..., Cp). 

Iv. THE RECEDING HORIZON NETWORKED 
CONTROLLER 

It is useful to decouple the overall design procedure 
into state estimation and control law design based on state 
estimates. Whilst in this paper we concentrate upon the 
control law, we refer the interested reader to our parallel 
work on estimation with quantized measurements [31]. 

Our strategy is characterized by sending finite set con- 
strained control signal increments. These are calculated by a 
networked controller, which operates in a receding horizon 
fashion. In our scheme, computations are mainly done on the 
controller side. 

A. Spec$cation of the Down-link 

pose to send their increments: 
Rather than sending the control signals directly, we pm- 

Aui(t) P ui(t) - ui(t - 1) ( 5 )  



when nonzero. This choice, which is inspired by principles of 
Delto-Modulation, see e.g. [32, Chap.31, generally requires 
less bits to specify the control signal. The pair (Aui( t ) ,  i) is 
received at the actuator node specified by the index i. The 
actual signal u i ( t )  is readily reconstructed by discrete time 
integration as shown in Fig. 1.' 

I . 

Digital Channel 

P - 1  P - 1  P - 1  

Plant 1 
Fig. I .  Dawn-Link Design 

The Restrictions 1 and 2 can be summarized by means 
of a simple finite-set constraint on the increments (5). More 
precisely, at evely time instant t ,  the vector 

Au(t)  & u(t)  - u(t - 1) E Wm (6) 

is restricted to belong to the set V, which is defined as: 

V 4 { V E Wm such that 31.1 E U: 

V =  [o ... 0 v 0 ... O ] T } .  (7) 

As depicted in Fig. 2; this set contains all vectors formed by 
one element of U, whilst all its other components are zero. 

B. Perfonnance measure 
Incorporating preipiew for the reference r ( t ) ,  the tracking 

performance of the model (1) over a finite horizon N stating 
at time t = k can be quantified by means of the cost:> 

k+,V k + N - l  

1'N ' IlF(t)-r(t)11'+ c IlG(t)ll;. (8) 
k k t l  t=k  

with R > 0. In this cost, G ( t )  and r u ( t )  are predicted 
quantities that follow the plant dynamics (l), i.e.: 

S(t + 1) = AZ(t) + BE(t), 
Au(t)  = E ( t )  - E ( t  - l), 

F(t) = CS(t) 
t = k.. . . , k + N - 1 

- (9) 

' p  denotes the forward shift operator, pu(k) = u(k + 1). 
'~lu~~' ,  denotes the quadratic farm uTRu. 

U 
" I "  ") 

Fig. 2. Consmction of the set V 

with initial conditions S(k) = z ( k ) ,  the current state, which 
is assumed to be known and 3 ( k - 1 )  = u(k-1). the previous 
control value. 

The decision variables of V ,  can be grouped into: 

Aii(k) g [ (&(k))T . . . (&(k+ N - l ) ) T ]  E Et". 
(10) 

Thus, we write V , ( A < ( k ) ) .  

C. Receding Horizon Formulation 

Based upon the cost (8), we propose to utilize a receding 
horizon scheme as deployed in Model Predictive Control, see 
e.g. [33]. Therefore, at each time step, we solve the finite-set 
constrained quadratic programme: 

min V ~ ( A z l ( k ) ) ,  (11) arg Afi(k)EVN 
A C ( k )  

with VN & V x . . . x V. 

tained in Aii.(k), we only choose its first m components: 
Instead of implementing the entire control sequence con- 

Au*(k) = LTAii*(k), where:' (12) 

L & [ I m  O,, ... O m ] T ~ R N m x m .  (13) 

This vector contains the data corresponding to all m inputs. 
Since Au*(k) E V, not more than one of its components is 
nonzero. Only this value is sent to the plant input determined 
by its index, see Fig. 1. The other m - 1 inputs are left 
unchanged as prescribed in Restriction 2. As can be seen, 
the strategy consists of only sending the most relevant control 
increment, as quantified by the cost (8). 

The networked controller specified by (1 1) and (12) consti- 
tutes the principal contribution of the present work. We will 
call it the Receding Horizon Networked Controller (RHNC). 
It makes decisions based upon overall future performance 
of the plant which respect the communication constraints 
contained in Restrictions 1 and 2. 

j1, denoles Ihe identity matrix in lmxm and 0, 0 .  I ,  
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Note that, not only the control increment to he applied at 
each time is provided, but also the question of which input 
to access is addressed. Thus, the RHNC yields the optimal 
communication sequence (borrowing terminology from [3]). 

V. IMPLEMENTATION OF THE RHNC 
In this section we develop a closed form solution to the 

optimization problem (1 1). As will be apparent, the RHNC 
presented in the previous section can be implemented by 
utilizing linear filters and a vector quantizer. For that purpose, 
it is useful to define the vectors 

[C(k  + N - l)] 

and to note that (8) can be re-written in vector form as: 

V N ( A ~ ( ~ ) )  = ll@) - F(k)1I2 + IlAii(k)ll$, (15) 

- with 
R n d i a g ( R ,  ..., R). 

Furthermore, iteration of (1) yields that 

Q(k) = G ( k )  + A z ( k ) ,  (16) 

where: 
CB 0 ... 

. .  
C A N - ~ B  C A N - ~ B  ... CB CA" 

In order to include the predicted increments (10) in these 
expressions, it can easily be verified that: 

Aii(k) = K C ( k )  - Lu(k - l), (18) 

where L is defined in (13) and: 

" '  Om1 

closest element of U, i.e., qB(c)  = b E B if and only if c 
. ~ a t i ~ f i t ~  I / c  - bll 5 I ~ c  - bill. 

(A thorough treatment of quantizers can be found in [34].) 

Theorem 1 (Closed Form Solution). 7'he optimizer Aii*(k) 
in ( I  I )  sarisfies: 

A C ( ~ )  = IV/-'/2qcw(-1V-T/2F), where: (20) 

(21) 

Vbi E U. 

w 2 K - ~ @ ~ @ K - '  + 
F 2 K-T@T(@K-'Lu(k - 1) + A z ( k )  - F ( k ) )  

and IY'/2 is s q u r e  and defined via ItiT/21Y'/z = TY. 

described in Definition I .  I t s  image is the set; 
The nonlineariQ qqh (.) is the nearest neighbour quantizer 

S N  {P E R"m: 3 v  E V N :  P = I W 2 V ) .  (22) 

The proof follows closely that of our result Pmo8 
in [13]. Given (15) to (18) it follows that 

V , ( A i i ( k ) )  = l]Aii(k)llf + Z(AC(k))TF 
+ V ~ ( ~ ( k ) , f ( - ( k ) , u ( k  - I)), (23) 

where V ~ ( z ( k ) , F ( k ) , u ( k  - 1)) does not depend upon 
Aii(k), and F and W are defined in (21). 

We introduce the change of v$ables, G(k) = 
TY'/2A~Z(k). This transforms V N  into V N  defined in (22). 
Q. (23) then allows one to rewrite the optimizer (1 1) as: 

A C ( k )  = IY-"'arg mi: J ~ ( c ( k ) ) ,  
P(k)EV" 

J ~ ( z ( k ) )  n ( @ ( k ) ) T f i ( k )  f 2(@(k))T1V-T/2F.  

The level sets of J N  are spheres in R", centred at 
-IV-*12F. Hence, the constrained optimizer is given by: 

arg min J,v(,Z(k)) = qqr(-III-T/2F), 
P ( k ) E V N  

which establishes the result given in (20). 

Fig. 3. 

U 
As a consequence, the RHNC can be characterized as in 

K IN,,, - Ad, Ad P 

. .  . .  

Fig. 3. Implementation of the RHNC Given these relations, the controller which yields the 
receding horizon law (12) can be characterized in a simple 
fashion as described in Theorem 1 below. It makes use of a 
nearest neighbour vector quantizer, defined as follows: 

Definition 1 (Neamt Neighbour Vertor Quantizer). ~j~~~ 

U = {bl, b z , .  . . } c 
R"B, the nearest neighbour quantizer is defrned as a niapping 
95: RnB + B which assigns to each vector c E Rns the 

Remark 3. % fenn in the solution (20) contairls the 
previous control value u(k - 1). Although we propose to 
cakulate if directly in the controlier by integrating all 
previous increments as illustrated in Fig. I ,  this signal could 
alternatively be fed back front the plant. at the e w n . s e  of 
additional trafic in the up-link 

set of 
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VI. EXPERIMENTAL RESULTS 
In order to illustrate the main characteristics of the Reced- 

ing Horizon Networked Controller, we consider a practical 
example undertaken in our control laboratory where a multi- 
plant system consisting of level control for several identical 
tanks was configured. We focus on the attention given by the 
controller to the plants over a limited bandwidth channel. 

A. Syslem Configuration 
Communications between the controller and plant actua- 

tors was over the IEEE 802.3 standard Ethernet, 10Base-T 
configuration utilizing the TCPAP protocol. Thc communi- 
cations interface employed was that of a client I server style 
architecture. The controller is the client and the plants are 
defined as servers. Thus, our NCS consisted of the controller 
running on a desktop PC with each plant also having a PC 
to act as a communication gateway for the plant actuators. 

In each of the five tanks we seek to maintain a constant 
level by controlling the inflow via a pump. Outflow is through 
a constant sized orifice. Control is required to reject distur- 
bances from unmeasured inflows and increased outflows. In 
our set-up, a single tank having as output, the fluid level, and 
input, the pump voltage, is described by the discrete,.time 
model ( 3 )  with a sampling period of 1 second and matrices: 

Ai = 0.9716, Bi = 0.125, Ci = 0.1979 

Here static scheduling would divide the attention of the 
controller evenly between all the tanks. In the case of the 
RHNC, the scheduling of the control is determined dynami- 
cally, such that the plant or plants in most need of attention 
receive the control necessary to maintain the required levels. 
In order to emphasize the quantized nature of the problem we 
choose the set U = {-1,0,1}. Now essentially, only one bit 
is needed to transmit the control action. Indeed, under these 
conditions it is only necessary, in principle, to transmit 4 hits 
per second (3 for the address and 1 for the level change up 
or down). 

An issue, not specifically addressed by our network set- 
up, is that of reduced bandwidth due to the size of the 
data required to be sent to each actuator. The reason for 
this is due to the Ethernet packet transmitted being of a 
fixed minimum length which is much larger than we require. 
Channel bandwidth on the down-link was artificially limited 
by allowing the controller to write only to the network once 
per second, i.e. only one plant would receive a control signal 
each second. Up-link traffic did not have this restriction. 

B. Results 
In this section we present the experimental results. We 

control the five tanks by means of the RHNC with horizon 
N = 2 following Remark 2. 

Once the tanks have reached the desired level (OV) after 
the initial start-up, an unmeasured inflow disturbance was 
introduced into Tank 2 at 35 seconds and an extra outflow 

valve was opened on Tank 3 at 1090 seconds. Figs. U, show 
the control increments sent by the controller to each plant. 
The control signal applied to the plant by the actuator is also 
shown together with the level measurement from the tank. 
It can be seen from these figures that, when the disturbance 
occurs in Tank 2, most down-link bandwidth is dedicated to 
the control of level in this tank. Also, it is easily observed 
that the controller pays attention to the other tanks when 
the measured level in tank 2 approaches the desired level at 
around 210 seconds into the experiment. The same effect can 
be observed when tank 3 is disturbed. 

"1 
~I . 
L 

0 - .- - - .- %- 1- .- 
Fig. 4. Top: Control action sent by Controller, Bottom: Level Measurement 

:;--j 
~. . 

-0 - - - - .- .- .- .- 
Fig. 5. Top: Control action sent by Contmller, Booom: Level Measurement 

-.:p------m .. , 
-+ .A do0 - .- .- .- .- .dm ' 

Fig. 6. Top: Control action sent by Controller, Botlom: Level Measurement 

This aspect of sharing attention is also apparent in the his- 
tograms contained in Fig. 7. Most control attention (Au, = 
f l )  was applied to those tanks, for the given time period, to 
which the disturbances occurred. 
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Fig. 7. Histogram of Control Increments 

VII .  CONCLUSIONS 

We have presented a novel scheme for minimizing down- 
link traffic in Networked Control Systems. We have termed 
the method the Receding Horizon Networked Controller and 
illustrated its main features by means of a laboratory-scale 
experiment. It provides a direct solution to  a design prob- 
lem for Networked Control Systems under communication 
constraints which respect the finite-set nature of digital data. 
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